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• Transition ICRF2 à ICRF3 : pas 
d’impact majeur sur les EOP

• Problème : instabilité des 
radiosources, effets sur les EOP non 
quantifiés clairement mais évalué à 
...

• Solutions : aucune pour l’instant mise 
en œuvre

• Correction de structure
• Demande automatisation du 

mapping pour chaque session 
à ultra lourd

• Paramétrisation des sources 
sous forme de FLPM (Karbon
et al. 2017, JoG)

• Avantage : toutes les sources 
peuvent être utilisées dans la 
contrainte

• Sous-réseaux de sources ?
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Fig. 7 Adjustments to the a priori EOP, in blue for solution (0) with
gray error bars, in red for solution (II) with pink error bars. In yellow
the zero line

of Table 3 containing the statistical measures for PM and
dUT1 range between −5 and 4 % for solution (III), for the
solutions (I) and (II) between ±1 %. Same is valid for the
mean values for each measure and solution.

This picture changes for the CPO, especially for solution
(II) and (III), confirming the findings by other authors, e.g.,
(Feissel-Vernier et al. 2005). The smaller effect on solution
(I) can be explained by the fact that here exactly the same
set of datum sources was used as in the reference solution,
namely the ICRF2 defining sources. The only difference is
that in solution (I) the sources are modeled with MARS and,
thus, the a priori may differ. But as the main criterion for the
selection of the defining sources in ICRF2 is their positional
stability, the modeling of the time series with MARS will
not gain much, as there is not much modeling to be done.
In other words, this result confirms that the ICRF2 defining
sources can indeed be considered as stable, within their preci-
sion for this type of application and excluding the first years
of observation. The biggest improvement in the CPO can
be reached by adding sources with long observation history.
Throughout, all statistical measures, except the wrms for dY ,
improve in most cases substantially. The results look simi-
lar for solution (III), where the datum sources were chosen
solely according to their observation history and hemisphere.
For both solutions, a mean improvement w.r.t. solution (0)
of more than 10 % can be reached. This proves not only
that our parametrization method works, as the results are
by far not deteriorated, but further, that the datum definition
benefits greatly by introducing sources with long observa-
tion history, a characteristic that most of the special handling
sources share.

5.2.3 Effect on station positions

Figure 8 shows the differences between the adjustments of
solution (0) and the MARS solutions for the position of
Wettzell in up, north, and east direction: in red for solution
(I), in green for (II) and in black for (III).

Table 3 Difference in statistical properties of the EOP for the various MARS solutions w.r.t. solution (0) expressed in %

A positive value (bold) describes an improvement, a negative value a degradation

123

The extension of the parametrization of the radio source... 757

Fig. 1 Session-wise estimates of the radio source positions in α and δ for 4C39.25 in red, 0420-014 in green, in black semi-annual means. Both
with the respective error bars in gray and black. In yellow the zero line

Fig. 2 ICRF2 defining sources, in magenta and black the two groups
used for the datum definition to estimate the respective other group

3 Characteristics of time series of source
coordinates

From Fig. 1, it becomes quite clear that the straight for-
ward and most reliable method to identify unstable sources
is the visual examination of the time series. Considering the
amount of sources (in ICRF2 3414 sources are included), this
approach is not only tedious, but may also be criticized as
unscientific, as it is not quantifiable by a number.

Thus, the most frequently adopted approach to evaluate
the positional stability ofmore than 3000 sources is statistics.
To characterize the variability of the sources, several authors
cited within this manuscript used the already mentioned rms
or its weighted counterpart wrms (both having the same unit
as the mean value of the time series), and the unit-less χ2

ν

(chi-squared per degree of freedom):
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with xi denoting dα cos(δ) = α cos(δ) − ᾱ cos(δ) and
dδ = δ − δ̄, respectively, σ is the uncertainties, and n is the
number of the estimates. In Table 1, several of these mea-
sures are summarized for various classes. A high rms in the
semi-annual time series generally means a violent under-
lying physical phenomenon like plasma jets (Lambert and
Gontier 2009). However, only 36 defining sources have an
rms smaller than 0.5 mas in both coordinates that are 14% of
the defining sources contained in our study. 934 of the ’other’
class, and even one of the special handling sources also have
small rms. In total 917, i.e., 29 %, of the sources fulfill that
criterion.

A rigorous χ2
ν test can only be performed for sources

which have been observed within at least 100 sessions (Gon-
tier et al. 2001). Only 228 sources within our study satisfy
that requirement; these are less than 7 %. Within these well-
observed sources, 81 % of the defining sources (106) have a
χ2

ν < 3 (conservative upper limit for stability) for both coor-
dinates. Over all classes of sources 79%of thewell-observed
ones fulfill the χ2

ν stability criterion, also 18 special handling
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Exemple : 4C39.25

Karbon et al. (2017, JoG) 
: en vert, le rms des 
écarts des nutations à l’a
priori est plus faible
lorsqu’on paramétrise les 
sources avec des FLPM

Exemple : 3C 273



La nutation libre du noyau (FCN)
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J. Vondrák and C. Ron: Determination of free core nutation parameters

Table 3. Results of FCN period T f (in days) and quality factor Qf , obtained with only atmospheric and oceanic excitations (A+O), and GMJ
e↵ects added (A+O+G).

A+O A+O+G
Excitations T f Qf rms corr. T f Qf rms corr.
NCEP IB 430.23 ± 0.05 21 800 ± 300 0.267 0.440 430.16 ± 0.04 21 400 ± 200 0.218 0.676
ERA/OMCT 430.23 ± 0.08 18 700 ± 300 0.422 0.028 429.96 ± 0.05 19 800 ± 200 0.242 0.617
SSC 430.37 ± 0.05 19 300 ± 200 0.259 0.465 430.28 ± 0.04 19 500 ± 200 0.204 0.716

Notes. Rms fits (in mas) between integrated and observed CPO values and correlations between both series are also shown.
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a) SSC only (T=430.37d, Q=19300, rms=0.259 mas, correlation=0.465)
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b) SSC + GMJ (T=430.28d, Q=19500, rms=0.204 mas, correlation=0.717) 

Fig. 10. Integrated (full line) and observed (gray dots) celestial pole
o↵sets for the best-fitting FCN parameters. Empirical SSC plus best
fitting free term (upper plot) and SSC + GMJ excitations (lower plot)
are used.

that we obtained from the least-squares solution are too opti-
mistic; their real values are probably somewhat higher. The val-
ues for our error bars are much smaller than those in the literature
cited in Introduction. This can be ascribed partly to the fact that
our new results are based on newer and more accurate values of
both celestial pole o↵sets and geophysical excitations, partly to
much longer time span used (30 yr in our case), and also due
to the new combined method used in this study. For example,
compared with our older results (Vondrák et al. 2005) based on
the traditional resonance approach and data covering only 20 yr
(T f = 430.55± 0.11 d, Qf = 19 900± 500), our new results have
error bars more than two times smaller, even if only traditional
atmospheric and oceanic excitations are considered. The inclu-
sion of additional (somewhat hypothetical) GMJ e↵ects brings
about an improvement of only some 20 per cent, so the improve-
ment is only marginally caused by this e↵ect.

Generally speaking, an improvement is achieved in all three
solutions when GMJ e↵ect is taken into account – all uncertain-
ties become smaller and correlations higher (compare the left
and right part of the table). It is also clear from the table that in-
clusion of GMJ e↵ects has a tendency of yielding slightly lower
values of the period T f . ERA/OMCT atmospheric and oceanic
contribution seems to provide too high amplitudes which is re-
flected in a worse fit between integrated and observed celes-
tial pole o↵sets. This is clearly seen in Fig. 7 (when compared
with Figs. 4 and 10), and also from the uncertainties and cor-
relations presented in Table 3. Better results are obtained with
NCEP IB excitations. We expected this, since our preceding
studies (Vondrák & Ron 2014) already indicated the preference
of NCEP excitations, namely for the nutation.

However, quite unexpectedly, the solution with MHB Sun-
synchronous correction yields even better results. This might

probably reflect the fact that atmospheric/oceanic excitations are
still not completely reliable and have large uncertainties. The
simple SSC model, based on VLBI observations before 2000,
describes the excitations by all geophysical fluids (i.e., atmo-
sphere + oceans + hydrosphere) better than those based on atmo-
spheric + oceanic modeling. In addition, the simple SSC model
seems to be still valid, even for epochs much later than 2000.

The FCN parameters, obtained from all our solutions and
shown in Table 3, are not much di↵erent, individual values seem
to be mutually consistent. Nevertheless, our preferred values are
those with the best fit and obtained with highest accuracy, that
is, based on SSC + GMJ excitations: T f = 430.28 ± 0.04 d and
Qf = 19 500 ± 200.
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Ajustement d’un terme de 
période -430 j et d’amplitude
variable

• Excité probablement par l’atmosphère et 
l’océan

• Modèles pas très bons dans le diurne
• Vondrak et Ron (2017, A&A) : l’excitation

par les modèles atmosphériques et 
océaniques marche pas très bien. Ca 
marche mieux si on introduit des sursauts
géomagnétiques (on réinitialise l’intégration
au moment des sursauts) !

• Autres sources d’excitation mal connues ?



La nutation libre de la graine (FICN)

• Très ténue par rapport à la FCN
• Période et facteur de qualité incertains
• Ziegler et al. (2019, GJI)

• Facteur de qualité (dissipation à l’ICB) très mal contraint
• Sensibilité au “centre d’analyse”
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with a considerably increased residual for the imaginary part
(0.016 mas) relative to the resonance formula.
[97] Despite such problems the simplicity of a formula of the

resonance type for practical use is enticing enough that it was felt
necessary to seek a modified formula which gives as close a fit as
possible to the exact results of section 6.1. We found that by
allowing the parameters Na an sa in (14) to vary linearly with
frequency across the diurnal band, the exact results could be
reproduced to within 5 mas except for the semiannual, retrograde
annual, and prograde fortnightly nutations. Formula (14) with such
a modification can be recast into the following convenient form,
which differs only slightly from (14).

T s; ejeRð Þ¼eR $ s
eR þ 1

N0 1þ 1þ sð Þ Q0 þ
X

4

a¼1

Qa

s$ sa

 !" #

: ð42Þ

[98] The procedure for obtaining the new nutation series is then
as follows: (1) Take the transfer function T(s; e|eR) in (13) to be
given by (42) with coefficients as in Table 6. (2) Using this transfer
function, which is not exact, evaluate the first of the expressions in
(13), taking the rigid Earth amplitudes from the series of Souchay
et al. [1999]. (3) Add the corrections listed in columns 6 and 7 in
Table 7 to arrive at the exact values obtainable by direct solution of
the LDE. (4) Add the geodesic nutation and other corrections stated
in section 3.1 as well as the contributions from the nonlinear terms
in the full dynamical equation, all of which are listed in columns
2–5 in Table 7. The end result of this procedure is our new
nutation series. All the corrections are shown to 0.0001 mas,
although the final precision aimed at for the nutation amplitudes
is no more than at the 1 mas level. Terms in which the corrections
belonging to the last two columns are under 0.5 mas are not
included in Table 7, excepting a few for which other corrections
need to be applied. However, all corrections down to 0.1 mas may

be found together with programs for computing the new nutation
series at http://www-gpsg.mit.edu/~tah/mhb2000. The nonrigidity
correction given in the last row of Table 7 is already included in the
precession rate estimate given in section 4.1.

7. Discussion and Concluding Remarks

[99] A few remarks may be in order regarding our best fit
estimates for e and the corresponding estimate for the precession
rate. The amplitudes of all circular nutations depend strongly on the
value of e, just as the precession rate does. Consequently, the
observed values of each and every nutation amplitude is of relevance
to an estimation of e. Our least squares procedure takes advantage of
this fact by making use of all the nutation amplitudes estimated from
VLBI data together with the precession rate estimate for the
estimation of e (along with other BEP). We believe therefore that
our result for e is more robust than earlier estimates which have
almost always relied solely on the precession rate estimate obtained
from VLBI data.
[100] The paper of Buffett et al. [2002] sets forth the assumptions

and approximations made while deriving the expression which
relates the electromagnetic coupling constant to the magnetic field
at and the conductivity properties of themedia on the two sides of the
CMB or the ICB; we do not reproduce them here. In applying their
theory to the present work, we have restricted our considerations to
special types of magnetic fields. We have assumed, furthermore, that
there exists, at the bottom of the mantle, a conducting layer of
uniform conductivity equal to that of the core fluid, with thicknessD
not less than the penetration depth (d& 210m). Our ‘‘best estimate’’
for (Br)RMS, with the dipole part required to be 2.64 gauss
[Langel and Estes, 1982], was 6.9 gauss; it is already somewhat
higher than these authors’ estimate of (4.43 ± 2.03) gauss. If the
conducting layer were not as thick or were not of uniform
conductivity, the magnetic field strength needed to account for

Table 5. Contributions (Re, Im) to Nutations From Individual Effectsa

Period Anelasticity OT Load OT Current CMB emc ICB emc

$6798.38 ($0.351, $0.155) ($0.920, 0.986) (0.005,$0.020) ($0.328, 0.249) ($0.101, 0.278)
6798.38 (0.047, 0.021) (0.117, $0.126) ($0.001, 0.003) (0.037, $0.029) (0.010, $0.049)
$365.26 (0.267, 0.094) (0.174,$0.216) (0.000,$0.001) ($0.450, 0.411) ($0.012, 0.017)
365.26 ($0.010, $0.004) ($0.021, 0.023) (0.000,$0.001) ($0.0003, 0.003) ($0.014, 0.003)

$182.62 (0.034, 0.015) (0.061,$0.069) (0.001,$0.002) ($0.016, 0.012) (0.000, 0.000)
182.62 (0.287, 0.126) (0.574, $0615) ($0.014, 0.050) (0.061, $0.047) (0.026, $0.013)
$13.66 (0.002, 0.001) (0.006,$0.009) (0.000,$0.005) (0.000, 0.000) (0.000, 0.000)
13.66 (0.095, 0.041) (0.021,$0.019) ($0.056, 0.104) (0.002, $0.001) (0.000, 0.000)

aUnits are in mas.

Table 4. Theoretical Values From Estimated Parameters and Residualsa

Period,
days

Real Part Nutation Amplitudes, mas Imaginary Part Nutation Amplitudes, mas

Theory Residual Uncertainty Theory Residual Uncertainty

$6798.38 $8024.775 $0.050 0.027 1.433 0.022 0.026
6798.38 $1180.459 $0.038 0.027 $0.105 0.072 0.026

$3399.19 86.135 $0.014 0.013 $0.028 0.012 0.013
3399.19 3.614 $0.028 0.013 0.001 0.007 0.013

$1615.75 $0.005 0.001 0.010 0.000 0.020 0.010
1615.75 0.127 0.022 0.010 0.000 0.005 0.010
$365.26 $33.047 0.008 0.016 0.331 0.008 0.019
365.26 25.645 0.000 0.010 0.131 0.000 0.010

$182.62 $24.563 $0.005 0.008 $0.043 $0.016 0.008
182.62 $548.471 $0.000 0.008 $0.502 0.003 0.008
$27.55 $13.807 0.009 0.008 $0.035 $0.015 0.008
$13.66 $3.648 0.009 0.008 $0.013 $0.012 0.008
13.66 $94.198 0.002 0.008 0.124 $0.004 0.008

aThe estimated correction to PIAU from our fit is $2.997 mas/yr, its residual relative to the observational estimate (with uncertainty of 0.018 mas/yr) is
0.036 mas/yr.
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La nutation libre de la graine (FICN)

• Amplitude du mouvement
libre ?

• Observabilité ?
• L’analyse en ondelette des 

nutations après retrait des 
marées résiduelles et de la 
FCN ne montre pas grand 
chose

• L’amplitude dans la bande
présumée par Ziegler et al. 
(2019, GJI) suggère que 
l’amplitude ne dépasse pas 
10 µas
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Le LOD saisonnier

• Marées zonales ~ 0.5 ms
• Atmosphère ~ 0.5 ms, 

dominé par ENSO
• Océans ~ 0.05 ms, 

semble dominé par AAO
• Reste ~ 3 ms !!! ß

Imputé au noyau (Hide et 
al. 2000) + terme en 6 
ans (Holme et de Viron
2013)

16/01/2020 3ème atelier de géodésie millimétrique du GRGS 5

Couplages topographique et de friction pendant les ENSO
(Lambert et al. 2017 ESD)



Le LOD multidécennal
• Plusieurs ms

• ~70 ans et, plus ténue, ~6 ans
• De mieux en mieux expliqués par la 

dynamique du noyau (Hide et al. 2000 GJI, 
Gillet et al. 2015 JGR)

• Corrélations étonnantes avec
• Indices climatiques (Dickey et al. 2011 JClim, 

Marcus 2016 EI)
• Indices géomagnétiques
• Indices d’activité solaire
• Pas d’explication avérée (modulation du flux 

de particules chargées par le champ 
magnétique terrestre à formation de nuages)

16/01/2020 3ème atelier de géodésie millimétrique du GRGS 6

around 1900; Hide et al. 2000) are too large in amplitude
to be explained by the atmosphere; the largest atmo-
spheric contributions observed are from the seasonal cycle
and El Niño events (;1 ms in amplitude). The ocean is
not the prime mover in these processes since its effect on
LOD is found to be substantially smaller than that of the
atmosphere, on time scales ranging from subseasonal
(e.g., Marcus et al. 1999; Dickey et al. 2010) to decadal
(Gross et al. 2005); together, in fact, the atmosphere and
ocean account for only 14% of the observed decadal LOD
changes during 1949–2002 (Gross et al. 2005). Neverthe-
less, the long-term global mean Earth surface air temper-
ature (SAT) is significantly anticorrelated with decadal
and longer LOD (e.g., Lambeck and Cazenave 1976).
Variability at periods of 60–80 yr has been well estab-
lished in LOD (e.g., Jault and Le Mouel 1991; Hide et al.
2000; Roberts et al. 2007) and in the core angular mo-
mentum (CAM), using both observational data (Zatman
and Bloxham 1997; Dickey and de Viron 2009) and the-
oretical studies (Mound and Buffett 2007).

There are no direct observations of the fluid core mo-
tions. However, geomagnetic fields generated by the dy-
namo inside the fluid core can be used to infer the motion

field and its velocity by utilizing several assumptions and
the induction equation. One of the major assumptions is
that the flow inside the core is adequately represented by
the ‘‘Taylor column’’ model (Hide et al. 2000), which
implies that the velocity field is equivalent to a rigid ro-
tation of coaxial cylinders around Earth’s rotation axis
and that this velocity is the mean velocity of the fluid at
the intersection of each cylinder by the core–mantle
boundary. If the solid Earth-core system is assumed to be
isolated, the changes of the solid-Earth angular momen-
tum, and thus its rotation speed and the associated LOD,
can be deduced from changes of the CAM. Conversely,
since the Earth rotation observations are better con-
strained than the inferred core flow velocities, the Earth
rotation data can be used to check the quality of the core-
flow modeling.

2. Data used

In this study, we used the CAM associated with the
flow reconstructed by Hide et al. (2000) from Jackson
et al.’s (1995) data. This CAM is given separately for the
20 cylinders used in the reconstruction of the flow. It was

FIG. 1. Time series of the surface air temperature (black line; Hansen et al. 2007) and that
corrected for anthropogenic effect according to GISS ModelE (red; Hansen et al. 2007), the
LOD (green; International Earth Rotation and Reference Systems Service), and the CAM
(blue; Hide et al. 2000). The unit of temperature is 0.1 degrees Celsius, LOD is in milliseconds,
and CAM is in equivalent milliseconds, corresponding to 6 3 1025 N m s; the sign of CAM and
LOD has been reversed. Note that GISS temperature starts at ;1880.
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